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Figure 4.4 Correlation plot variables that are highly correlated with SalePrice 

Correlation plot of all the variables that are highly correlated with “SalePrice” 

 

Suppose we decide to fit a linear model called “model1” with all these variables, then we 

will use the following line of code. 
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model1<- lm(SalePrice ~ Neighborhood + OverallQual + YearBuilt + 

YearRemodAdd + MasVnrArea + Foundation + ExterQual + Foundation + 

BsmtQual + BsmtFinSF1 + TotalBsmtSF + HeatingQC + FullBath + 

CentralAir + KitchenQual + Fireplaces + GarageType + GarageYrBlt + 

GarageCars + HouseSpace + BathRooms, data = train) 

From the plot, we see that HouseSpace and GrdLivArea (quality living area on the first and 

second floors) are perfectly correlated. There is also a high positive correlation between 

HouseSpace and TotRoomsAbvGrd. For this reason, we exclude GrdLivArea and 

TotRoomsAbvGrd from the first model. Since GarageCars and GarageArea are highly 

correlated, we exclude GarageArea from, the model. Similarly, we exclude 1stFlrSF because 

it is highly correlated with TotalBsmtSF. Besides, 1stFlrSF is included in the calculation of 

HouseSpace. Though Neighborhood is not highly correlated with SalePrice, we include it in 

the model. It is important to note that the reason why Neighborhood is not highly 

correlated with SalePrice is because Neighborhood is a categorical variable with many 

levels and suffers from the effect discussed earlier in section 2.5.3. For similar reasons, we 

add CentralAir. And a summary of the model gives; 

Residuals: 
    Min      1Q  Median      3Q     Max  
-416260  -13469     496   12943  226513  
 
Coefficients: 
                      Estimate Std. Error t value Pr(>|t|)     
(Intercept)         -2.763e+05  2.025e+05  -1.364 0.172784     
NeighborhoodBlueste -2.120e+04  2.391e+04  -0.887 0.375448     
NeighborhoodBrDale  -1.812e+04  1.209e+04  -1.499 0.134173     
NeighborhoodBrkSide  8.438e+03  1.007e+04   0.838 0.402100     
NeighborhoodClearCr  2.439e+04  1.031e+04   2.366 0.018120 *   
NeighborhoodCollgCr  1.714e+04  8.219e+03   2.085 0.037210 *   
NeighborhoodCrawfor  2.951e+04  9.889e+03   2.985 0.002889 **  
NeighborhoodEdwards -8.183e+03  9.223e+03  -0.887 0.375109     
NeighborhoodGilbert  9.357e+03  8.736e+03   1.071 0.284321     
NeighborhoodIDOTRR  -3.426e+03  1.072e+04  -0.320 0.749359     
NeighborhoodMeadowV -1.515e+04  1.160e+04  -1.306 0.191720     
NeighborhoodMitchel -1.738e+03  9.435e+03  -0.184 0.853838     



56 
 

NeighborhoodNAmes    1.626e+03  8.929e+03   0.182 0.855532     
NeighborhoodNoRidge  6.968e+04  9.655e+03   7.217 8.68e-13 *** 
NeighborhoodNPkVill -1.583e+04  1.361e+04  -1.163 0.245002     
NeighborhoodNridgHt  3.727e+04  8.856e+03   4.209 2.73e-05 *** 
NeighborhoodNWAmes  -4.046e+02  9.205e+03  -0.044 0.964947     
NeighborhoodOldTown -8.598e+03  9.760e+03  -0.881 0.378468     
NeighborhoodSawyer   1.960e+03  9.369e+03   0.209 0.834297     
NeighborhoodSawyerW  9.340e+03  8.974e+03   1.041 0.298134     
NeighborhoodSomerst  2.245e+04  8.496e+03   2.643 0.008311 **  
NeighborhoodStoneBr  5.735e+04  1.017e+04   5.639 2.06e-08 *** 
NeighborhoodSWISU   -4.135e+02  1.134e+04  -0.036 0.970924     
NeighborhoodTimber   2.038e+04  9.433e+03   2.160 0.030944 *   
NeighborhoodVeenker  3.688e+04  1.249e+04   2.952 0.003206 **  
OverallQual          1.029e+04  1.201e+03   8.564  < 2e-16 *** 
YearBuilt           -4.842e+01  8.314e+01  -0.582 0.560389     
YearRemodAdd         1.994e+02  6.307e+01   3.161 0.001604 **  
MasVnrArea           3.905e+00  5.839e+00   0.669 0.503733     
FoundationCBlock     7.691e+03  3.930e+03   1.957 0.050548 .   
FoundationPConc      3.151e+03  4.363e+03   0.722 0.470241     
FoundationSlab       8.414e+02  1.171e+04   0.072 0.942723     
FoundationStone      7.495e+03  1.344e+04   0.558 0.577159     
FoundationWood      -4.407e+03  1.920e+04  -0.229 0.818522     
ExterQualFa         -1.904e+04  1.177e+04  -1.617 0.106015     
ExterQualGd         -2.123e+04  6.016e+03  -3.529 0.000430 *** 
ExterQualTA         -2.131e+04  6.694e+03  -3.183 0.001490 **  
BsmtQualFa          -3.468e+04  7.784e+03  -4.455 9.06e-06 *** 
BsmtQualGd          -3.213e+04  4.185e+03  -7.677 3.05e-14 *** 
BsmtQualNoBasement  -2.629e+04  1.088e+04  -2.417 0.015782 *   
BsmtQualTA          -3.114e+04  5.164e+03  -6.029 2.10e-09 *** 
BsmtFinSF1           1.003e+01  2.615e+00   3.836 0.000131 *** 
TotalBsmtSF          1.208e+01  3.330e+00   3.628 0.000296 *** 
HeatingQCFa         -3.294e+03  5.344e+03  -0.616 0.537738     
HeatingQCGd         -4.126e+03  2.649e+03  -1.557 0.119640     
HeatingQCPo         -1.169e+04  3.227e+04  -0.362 0.717303     
HeatingQCTA         -4.406e+03  2.540e+03  -1.734 0.083050 .   
FullBath             1.907e+03  2.533e+03   0.753 0.451760     
CentralAirY          8.992e+03  4.271e+03   2.105 0.035463 *   
KitchenQualFa       -3.270e+04  7.660e+03  -4.269 2.09e-05 *** 
KitchenQualGd       -2.745e+04  4.434e+03  -6.192 7.79e-10 *** 
KitchenQualTA       -3.192e+04  4.983e+03  -6.405 2.04e-10 *** 
Fireplaces           6.319e+03  1.664e+03   3.798 0.000152 *** 
GarageTypeAttchd     4.019e+04  1.353e+04   2.970 0.003026 **  
GarageTypeBasment    3.840e+04  1.544e+04   2.488 0.012974 *   
GarageTypeBuiltIn    4.436e+04  1.409e+04   3.150 0.001670 **  
GarageTypeCarPort    1.897e+04  1.734e+04   1.094 0.273982     
GarageTypeDetchd     3.513e+04  1.351e+04   2.601 0.009394 **  
GarageTypeNoGarage   5.520e+04  1.540e+04   3.585 0.000349 *** 
GarageYrBlt         -8.956e+01  7.055e+01  -1.270 0.204463     
GarageCars           1.577e+04  2.056e+03   7.673 3.13e-14 *** 
HouseSpace           3.557e+01  3.200e+00  11.115  < 2e-16 *** 
BathRooms            4.473e+03  1.630e+03   2.745 0.006131 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 31420 on 1397 degrees of freedom 
Multiple R-squared:  0.8502, Adjusted R-squared:  0.8435  
F-statistic: 127.9 on 62 and 1397 DF,  p-value: < 2.2e-16 



57 
 

Judging by the Signif. Codes, we see that the most significant variables in model1 are; 

“OverallQual, “YearRemodAdd”, “ExterQual”, “BsmtQual”, “BsmtFinSF1”, “KitchenQual”, 

“Neighborhood”, “TotalBsmtSF”, “Fireplaces”, “GarageFinish”, “GarageCars”, “HouseSpace”. 

Of course, we do not expect all the variables in the model to be significant because the 

response variables are not really independent variables in the true sense of independence. 

For example, “GarageCars” which is the number of cars that can fit in the garage is 

supposed to be highly correlated with “GarageArea” because the number of cars that can fit 

in a garage is a function of the area of the garage. The model produces an R-squared value 

of 0.8502 and an adjusted R-squared value of 0.8435. This is not too bad but the standard 

error of the residuals is too high. We can also see that the minimum and maximum 

residuals are very large in value (respectively -416260 and 226513). The F-statistic of this 

model is not as large as one should expect for a model with over 20 variables. It is but 

normal to expect these extremes because the model includes a lot of variables with 

insignificant coefficients. Further diagnosis of the model can be obtained by plotting the 

model results. A plot of the model results can be obtained by the following line of code; 

Plot(model1)  
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Figure 4.5: Residual analysis plots of the results of model1. 

 

From the scale-location plot, we see that there is a trend in the residuals (the residuals 

follow a quadratic trend which is difficult to see on the residuals vs fitted plot partly 

because some points have very large residuals). This means that the model suffers from 

heteroskedasticity. We can run a bptest on the model to be sure that our observation is 

correct. We must do well to recall that the “bptest” uses null and alternative hypotheses; 

𝐻0: 𝑇ℎ𝑒 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠.(NULL) 

𝐻1: 𝑇ℎ𝑒 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 𝑎𝑟𝑒 𝑟𝑒𝑙𝑎𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑣𝑎𝑟𝑖𝑏𝑙𝑒𝑠. (ALTERNATIVE) 

bptest(model1) 

studentized Breusch-Pagan test  

data:  model1BP = 567.15, df = 62, p-value < 2.2e-16 
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We see that the p-value is almost zero (𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  2.2 ∗ 10−16). This means that the 

probability of having a result in which the squared residuals are not related to the response 

variables using model1 is almost zero. Thus, we must conclude that the squared residuals 

of results of model1 are related to the response variables in the model. We should 

therefore reject the null hypothesis and conclude that model1 suffers from 

heteroskedasticity. To see how the variance of the errors changes, that is whether it is 

increasing or decreasing along segments of the data set from left to right, we can run a 

“gqtest” on model1. The results of a “gqtest” on model1 are right below. 

𝐻0: 𝑇ℎ𝑒 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑚𝑜𝑑𝑒𝑙1 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 𝑖𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑟𝑜𝑚 𝑠𝑒𝑔𝑚𝑒𝑛𝑡  1 𝑡𝑜 2.  

𝐻1: 𝑇ℎ𝑒 𝑣𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝑚𝑜𝑑𝑒𝑙1 𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑠 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑠 𝑓𝑟𝑜𝑚 𝑠𝑒𝑔𝑚𝑒𝑛𝑡  1 𝑡𝑜 2. 

gqtest(model1) 

Goldfeld-Quandt testdata:  model1 

GQ = 1.0946, df1 = 667, df2 = 667, p-value = 0.1216 

alternative hypothesis: variance increases from segment 1 to 2 

 

The p-value for this test is 0.1216 which is greater than the level of significance  𝛼 = .05. 

This means there is not enough reason to conclude that the variance increases from 

segment 1 (left) to segment 2 (right).  Therefore, we must not reject the null hypothesis 

meaning there is no heteroskedasticity. The conclusion from one test contradicts the 

conclusion from the other. This might mean there is undetectable (unconditional) 

heteroskedasticity. Notice that the trend in the residuals is such that higher sales prices 

produce higher residual. This might be conditional heteroskedasticity caused by 

misspecification of the model or unconditional heteroskedasticity relating to the fact that 

those who buy large houses are usually the richer folks and corporations which are not too 
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restricted by money and have a higher variability in spending. Notice that all four graphs 

indicate the presence of outliers. A look at the normal Q-Q plot shows that most of the 

points lie on the theoretical line though a few of them are quite off the line. These are the 

outliers. They show themselves on all four plots. Apart from the outliers, most of the points 

in the residuals vs leverage plot have small cook distance. Since scale locations greater than 

2.5 are generally not good, we may need to remove the outliers and the insignificant 

variables, build another model and evaluate it. Let us call this new model model2.  

4.5 Building and Discussing Model2 

 It is possible that we might have missed certain trends of the variables, to fix this, we will 

need to plot the graphs of the relationship between the variables and “SalePrice”. To get 

these correlations, we must first get the indices (row numbers corresponding to variable 

names) of these variables. The following line of code does this for us. 

which(names(train)=="OverallQual") 

which(names(train)=="YearBuilt") 

For simplicity, I have included only the line of code for “OverallQual” and “YearBuilt” but 

similar one could do the same for every other variable. We use R to get the correlation plot. 

The resulting correlation plot is below. It is important to keep in mind that we are using the 

correlation plot to determine which numerical variables to include in our model. As for 

categorical variables, our judgement will come from the random forest plot and the models 

that glmulti would generate for us. 
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Figure 4.6: Correlation Plot for the variables in model1 

 

I order to fully utilize this correlation plot, we will need to choose a criterion for judging 

whether any variable predicts the other. Setting the correlation level to 65% (𝑖𝑒 |𝑟| ≥

0.65), and taking the more correlated variable with SalePrice, we see that the following 

variables would be excluded- “YearBuilt” and “GarageYrBlt”. Thus, our new model, model2 

shall include only the following variables. “Neighborhood”, “OverallQual”, 

“YearRemodAdd”, “MasVnrArea”, “ExterQual”, “Foundation”, “BsmtQual”, “TotBsmtSF”, 
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“HeatingQC”, “FullBath”, “KitchenQual”, “Fireplaces”, “GarageType”, “GarageCars”, 

“HouseSpace”, and “BathRooms”. At this point, plot the correlation plot and build our model 

by passing the following line of code. 

m6<-cor(train[,c(18,21,27:28,30,41,54,57,59,62,83,84,81)]) 

corrplot(m6, method = "number") 

model2 <-lm(SalePrice ~ Neighborhood + OverallQual + MasVnrArea + 

ExterQual + Foundation + TotalBsmtSF + HeatingQC + KitchenQual + 

Fireplaces + GarageType + GarageCars + HouseSpace +BathRooms, train) 

 

Figure 4.7Correlation plot for the variables in model2 

The summary of the model2’s results are right below. 
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Summary(model2) 

Residuals: 
    Min      1Q  Median      3Q     Max  
-121108  -13545     186   12979  201312  
 
Coefficients: 
                      Estimate Std. Error t value Pr(>|t|)     
(Intercept)         -5.097e+05  1.054e+05  -4.837 1.46e-06 *** 
NeighborhoodBlueste -7.356e+03  2.038e+04  -0.361 0.718226     
OverallQual          1.038e+04  1.007e+03  10.312  < 2e-16 *** 
YearRemodAdd         2.455e+02  5.243e+01   4.682 3.12e-06 *** 
MasVnrArea           1.315e+01  4.997e+00   2.632 0.008571 **  
ExterQualFa         -3.601e+04  9.968e+03  -3.613 0.000314 *** 
FoundationCBlock     8.687e+03  3.129e+03   2.776 0.005571 **  
TotalBsmtSF          3.357e+01  2.540e+00  13.217  < 2e-16 *** 
HeatingQCFa         -3.189e+03  4.388e+03  -0.727 0.467511     
KitchenQualFa       -3.602e+04  6.473e+03  -5.565 3.14e-08 *** 
Fireplaces           6.052e+03  1.392e+03   4.347 1.48e-05 *** 
GarageTypeAttchd     4.590e+04  1.146e+04   4.007 6.48e-05 *** 
GarageCars           1.236e+04  1.674e+03   7.388 2.55e-13 *** 
HouseSpace           3.944e+01  2.432e+00  16.213  < 2e-16 *** 
BathRooms            6.596e+03  1.167e+03   5.652 1.92e-08 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 26820 on 1401 degrees of freedom 
Multiple R-squared:  0.8796, Adjusted R-squared:  0.875  
F-statistic: 193.1 on 53 and 1401 DF,  p-value: < 2.2e-16 
#Note: I have only shown the first level, for every categorical variable. 

 

Notice that we have succeeded in removing 8 variables from the first model. Yet, the R-

squared and adjusted R-Squared have significantly increased (more than 3 percentage 

points). Further, only three of the 14 variables in the model display insignificant 

coefficients. The F statistic has also increased from 127.9 to 193.1 and the residual 

standard error has dropped from 31420 to 26820. The range of the residuals has also 

greatly reduced (from 642773 to 322420). Let us look at the plot of the model. The 

following lines of code will help get the plots for us. 

Plot(model2) 
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Figure 4.8: Plot summary of model2 

From the Residuals vs Fitted plot, we see that the residuals not only increase in spread 

from left to right, but also seem to follow a C-like quadratic trend. This means that the 

model still suffers from heteroskedasticity. Running a Breusch-Pagan and a Goldfeld-

Quandt tests on model2 yields the following results. 

bptest(model2) 

 

studentized Breusch-Pagan test 

 

data:  model2 

BP = 234.61, df = 53, p-value < 2.2e-16 

 

gqtest(model2) 

 

Goldfeld-Quandt test 

 

data:  model2 

GQ = 0.83435, df1 = 674, df2 = 673, p-value = 0.9906 

alternative hypothesis: variance increases from segment 1 to 2 

 



65 
 

Notice that the two test again result in conflicting conclusions. While the studentized 

Breusch-Pagan says, there is heteroskedasticity, the Goldfeld-Quandt says there is no 

heteroskedasticity. We can now be sure that the trend in the errors that we are seeing is 

likely due to increasing spreads in the variables from left to right and thus cannot be fixed. 

Though we have taken out the initial set of outliers that model1 displayed, other outliers 

have resurfaced. This will always be the case till a perfect model is fitted. But there is no 

such thing as a perfect model meaning we will always have outliers showing up. Though 

the Q-Q plot has improved (we no longer have any standardized residuals greater than 10 

in absolute value), the large curve in its right end suggests that we have a problem in 

predicting the prices for houses that cost more money. This supports the fact that the 

errors in the model are increasing from left to right. We can also see that the cook distances 

have reduced (we no longer have points with cook distances greater than 0.5) and the F-

statistic has increased by over 60 points. Overall, the model has improved, but more work 

needs to be done to make it even better. 

4.6 Building and Discussing Model3 

Let us return to the model suggested by glmulti algorithm that we ran earlier. Recall that 

the algorithm had suggested that the best linear model would be the following.  

model.best.glmulti<-lm(SalePrice ~ Neighborhood + ExterQual + BsmtQual 

+ CentralAir + KitchenQual + GarageType + OverallQual + YearRemodAdd + 

BsmtFinSF1 + TotalBsmtSF + Fireplaces + GarageCars + HouseSpace + Bath

Rooms, train) 

 

Going back to model2 above, we see that the two models have many variables in common. 

The only conflicting variables in these models are CentralAir, BsmtFinSF1, Foundation, 
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MasVnrArea, and HeatingQC. The summary of model2 already revealed to us that 

HeatingQC and Foundation were not significant variables. Running a summary of 

model.best.glmulti  also reveals that Bathrooms is not significant. Thus, we can exclude 

BathRooms, HeatingQC and Foundation from our next model.  

To deal with the reoccurring problem of heteroskedasticity, we will plot some scatter plots 

to see if we are missing some trend in the data. 

par(mfrow=c(2,2)) 

plot(SalePrice ~ OverallQual, col='blue', train) 

abline(lm(SalePrice ~ OverallQual, col='red', train)) 

plot(SalePrice ~ MasVnrArea, col='blue', train) 

plot(SalePrice ~ ExterQual, col='blue', train) 

plot(SalePrice ~ CentralAir, col='blue', train) 

plot(SalePrice ~ HeatingQC, col='blue', train) 

plot(SalePrice ~ KitchenQual, col='blue', train) 

plot(SalePrice ~ Fireplaces, col='blue', train) 

plot(SalePrice ~ GarageFinish, col='blue', train) 

plot(SalePrice ~ GarageCars, col='blue', train) 

plot(SalePrice ~ HouseSpace, col='blue', train) 

abline(lm(SalePrice ~ HouseSpace, col='red', train)) 

plot(SalePrice ~ YearRemodAdd, col='blue', train) 

plot(SalePrice ~ FullBath, col='blue', train) 

Below are the plots. From the plots, we see that “HouseSpace” and “OverallQual” seem to 

display quadratic trends. We will include these trends in our third model and call it model3. 
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Figure 4.9 (a) SalePrice vs Other variables of Model3 

Scatter plots displaying the relationships between SalePrice and Other variables in Model3 

Figure 4.9 (b) SalePrice vs Other variables of Model3 
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Scatter plots displaying the relationships between SalePrice and Other variables in Model3 

 

 

 

Figure4.9 (c) SalePrice vs. HouseSpace and Neighborhood. 

Scatter plots displaying the relationships between SalePrice and Other variables in Model3 

 

The shape of the scatter plot of SalePrice vs OverallQual seems more like a parabola than a 

line. This means OverallQual would be best represented by a quadratic than a line. Since we 

did not include quadratic terms for OverallQual in model2, it was likely an underfit. The 

plots that look like series of box plots are the scatter plots for categorical variables. For 
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those plots, each box plot is drawn for a level of the variable. For instance, CentralAir has 

two categories, Y and N. (A box plot consists of the minimum value, first quartile, median, 

third quartile and the maximum value. Any outliers are also indicated on the box plot above 

the maximum value or below the minimum value). Thus, we have two box plots in the 

scatter plot of SalePrice vs. CentralAir. Below is the summary and plot of model3. 

Summary(model3) 

plot(model3) 

Residuals: 
    Min      1Q  Median      3Q     Max  
-129964  -13068     948   12364  154396  
 
Coefficients: 
                      Estimate Std. Error t value Pr(>|t|)     
(Intercept)         -4.604e+05  9.654e+04  -4.768 2.05e-06 *** 
NeighborhoodBlueste  6.247e+02  1.919e+04   0.033 0.974041     
NeighborhoodBrDale  -7.277e+03  9.424e+03  -0.772 0.440113     
NeighborhoodBrkSide  1.038e+04  7.501e+03   1.383 0.166791     
NeighborhoodClearCr  3.245e+04  8.122e+03   3.995 6.81e-05 *** 
NeighborhoodCollgCr  1.928e+04  6.600e+03   2.922 0.003537 **  
NeighborhoodCrawfor  3.228e+04  7.459e+03   4.328 1.61e-05 *** 
NeighborhoodEdwards  7.931e+03  7.178e+03   1.105 0.269381     
NeighborhoodGilbert  1.929e+04  6.970e+03   2.767 0.005724 **  
NeighborhoodIDOTRR   2.127e+02  8.026e+03   0.027 0.978860     
NeighborhoodMeadowV -9.122e+03  9.249e+03  -0.986 0.324186     
NeighborhoodMitchel  1.123e+04  7.475e+03   1.503 0.133129     
NeighborhoodNAmes    9.665e+03  6.846e+03   1.412 0.158229     
NeighborhoodNoRidge  3.806e+04  7.819e+03   4.867 1.26e-06 *** 
NeighborhoodNPkVill  2.844e+03  1.074e+04   0.265 0.791202     
NeighborhoodNridgHt  3.376e+04  7.149e+03   4.722 2.57e-06 *** 
NeighborhoodNWAmes   9.234e+03  7.191e+03   1.284 0.199299     
NeighborhoodOldTown -8.014e+03  7.097e+03  -1.129 0.259013     
NeighborhoodSawyer   1.010e+04  7.272e+03   1.389 0.165066     
NeighborhoodSawyerW  1.547e+04  7.153e+03   2.163 0.030732 *   
NeighborhoodSomerst  2.482e+04  6.839e+03   3.629 0.000295 *** 
NeighborhoodStoneBr  5.180e+04  8.168e+03   6.342 3.04e-10 *** 
NeighborhoodSWISU    3.593e+03  8.537e+03   0.421 0.673911     
NeighborhoodTimber   2.713e+04  7.520e+03   3.608 0.000319 *** 
NeighborhoodVeenker  4.668e+04  9.907e+03   4.712 2.69e-06 *** 
I(OverallQual)      -2.499e+04  4.052e+03  -6.168 9.01e-10 *** 
I(OverallQual^2)     3.061e+03  3.357e+02   9.120  < 2e-16 *** 
YearRemodAdd         3.119e+02  4.810e+01   6.485 1.22e-10 *** 
MasVnrArea           1.177e+01  4.716e+00   2.495 0.012709 *   
ExterQualFa         -3.529e+04  9.265e+03  -3.809 0.000146 *** 
ExterQualGd         -2.202e+04  4.969e+03  -4.432 1.00e-05 *** 
ExterQualTA         -2.193e+04  5.533e+03  -3.964 7.75e-05 *** 
TotalBsmtSF          3.041e+01  2.138e+00  14.224  < 2e-16 *** 
KitchenQualFa       -2.908e+04  6.114e+03  -4.757 2.17e-06 *** 
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KitchenQualGd       -2.112e+04  3.568e+03  -5.919 4.06e-09 *** 
KitchenQualTA       -2.596e+04  4.025e+03  -6.450 1.53e-10 *** 
Fireplaces           7.363e+03  1.302e+03   5.656 1.87e-08 *** 
GarageCars           9.858e+03  1.266e+03   7.788 1.31e-14 *** 
I(HouseSpace)       -2.470e+01  7.465e+00  -3.308 0.000962 *** 
I(HouseSpace^2)      2.090e-02  2.093e-03   9.982  < 2e-16 *** 
CentralAirY          1.411e+04  3.177e+03   4.443 9.57e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
Residual standard error: 25430 on 1414 degrees of freedom 
Multiple R-squared:  0.8907, Adjusted R-squared:  0.8877  
F-statistic: 288.2 on 40 and 1414 DF,  p-value: < 2.2e-16 
 

 

Figure 4.10 Plot of model3. 

The first thing we note from the summary of this model is that all the coefficients are 

significant. The five-number-summary tells us that the residuals are almost symmetrically 

distributed. The residual standard error is the smallest we have gotten thus far and the F-

statistic is great. The residuals increase from left to center and then decrease from center to 

right. However, the tail in the residuals seems to have disappeared. The Q-Q plot is good 

and the large upper tail to the right means the model might do a bad job capturing prices 
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for houses that are supposed to be high. Scale Locations are good and Cook’s distances are 

short. Testing for heteroskedasticity for the model gives the following results.  

bptest(model3) 
 
studentized Breusch-Pagan test 
 
data:  model3 
BP = 258.19, df = 40, p-value < 2.2e-16 
 
gqtest(model3) 
 
Goldfeld-Quandt test 
 
data:  model3 
GQ = 0.81556, df1 = 687, df2 = 686, p-value = 0.9962 
alternative hypothesis: variance increases from segment 1 to 2 
 

 

The two tests still conflict. The Breusch – Pagan test says the model suffers from 

heteroskedasticity while the Goldfeld - Quandt teat says it does not. This difference arises 

because both tests are using different criteria for testing heteroskedasticity. But this 

usually happens when a model suffers from unconditional heteroskedasticity. We can 

therefore conclude that the model suffers from unconditional heteroskedasticity. The 

following table shows a summary of all three models. 

 

Table 1: Summary of all three models. 

R-Squared Adj R-Squared Number of Parameters (F-Stat,  DF1, DF2) Residual Standard Error

model1 0.8502 0.8435 63 (127.9,62,1397) 31420

model2 0.8796 0.875 54 (193.1,53,1401) 26820

model3 0.8907 0.8877 41 (288.2,40,1414) 25430

P-value, BP test P-value, GQ test Min Residual Max Residual Residual Range

model1 < 2.2e-16 0.1216 -416260 226513 642773

model2 < 2.2e-16 0.9906 -121108 201312 322420

model3 < 2.2e-16 0.9962 -129964 154396 284360
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The table helps us see that the models are generally improving from the first to the third. 

For example, the adjusted R-squared value increases from 0.8435 in model1 through 

0.8750 in model2 and ends at 0.8877 for model three. This is especially remarkable given 

that the number of parameters being estimated (and therefore the number of predictors) 

have also decreased from 63 in model1 through 54 in model2 to 41 in the third model.  

The p-value for the Breusch Pagan test is the one exception to the trend of improving 

attributes of the model. This p-value is less than 2.2 ∗ 10−16  in all three models while its 

brother Goldfeld Quandt test p-value increases from model1 to model3. The conflicting 

conclusions that results from these two tests is proof of unconditional heteroskedasticity. 

In the next chapter, we explore how to use our model. 
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CHAPTER 5 

USING THE MODEL 

As was pointed out in chapter 1, one of the goals of this thesis is build a model that can be 

used to predict sales prices for houses. Having built our model, it remains to use this model 

to predict sales prices on the testing data set. This can easily be done using software but 

before doing so, one must make sure all the variables in the test data set are of the same 

class and structure as those in the training data set that was used in building the model. 

This means that one must go through the following process again 

• Fill the missing values in the test data, for example 

test$BsmtCond<-as.character(test$BsmtCond) 

test$BsmtCond[is.na(test$BsmtCond)]<-"NoBasement" 

test$BsmtCond<-as.factor(test$BsmtCond) 

test$BsmtCond<-as.numeric(test$BsmtCond) 

• Convert variables to the appropriate form that the built model can use, 

test$BsmtHalfBath[is.na(test$BsmtHalfBath)]<-0 

test$BsmtFullBath[is.na(test$BsmtFullBath)]<-0 

test$BsmtUnfSF[is.na(test$BsmtUnfSF)]<-0 

• Calculate all the new variables that were calculated for the training set, 

test$HouseSpace<-as.numeric(test$X1stFlrSF+test$X2ndFlrSF+test$

TotalBsmtSF) 

• Include the variable “SalePrice” that was in the training set but not in the test set. 

test<-data.frame(SalePrice=rep("0", nrow(test)), test[,]) 

test$SalePrice<-as.numeric(test$SalePrice) 

 

After all this must have been done, the following lines of code can be applied to predict the 

“SalePrice” for the data in the test data set. 

test$SalePrice<-predict(model3,test)#to predict the sale prices 

summary(test$SalePrice)#view five number summary of these sale prices 

results<-data.frame(Id=test$Id, SalePrice=test$SalePrice) 

summary(results) 

write.csv(results,"Mode3_results.csv")#Export these results as csv.              
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This completes the goal of forecasting house prices using the model we just built. However, 

it would not make sense for an individual looking to predict the price of a house he wants 

to buy or sell by casting the points into a data frame. In such a case, one would only get the 

coefficients for the variables and insert them in a calculator to get the price. For instance, 

suppose we wanted to predict the worth of a house having the following parameters; 

 Neighborhood = “Gilbert”, 

 “OverallQual” rating of 8,  

“YearRemodAdd” = 2006,  

“MasVnrArea” = 180,  

“ExterQual” rated as “Gd”,  

“TotalBsmtSF” = 1060,  

“KitchenQual” rated as “Gd”,  

“Fireplaces” = 2,  

“GarageCars” = 2,  

“HouseSpace” = 2000,  

“CentralAir” = “Y” 

There are several ways to put these values into the model for prediction. One would have 

to copy the model coefficients (from the model summary or by passing coef(model3)) and 

use these coefficients to calculate the predicted price. In the case of the above figures, we 

would get; 

MyPrice<- coef(model3)[1]+coef(model3)[9]+ coef(model3)[26]*8+ coef(mo

del3)[27]*8^2+coef(model3)[28]*2006+ coef(model3)[29]*180+coef(model3)

[31]+ coef(model3)[33]*1060+coef(model3)[35]+ coef(model3)[37]*2+coef(
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model3)[38]*2+ coef(model3)[39]*2000+coef(model3)[40]*2000^2+ coef(mod

el3)[41]  

MyPrice 

254554.3. 

This means a house with the above parameters should be worth about $250,000 by our 

model. Anyone can then be able to change the parameters to suite their situation. This 

completes the task of forecasting with the model we built.  

It is important to note that the model that we have built is mostly mathematical. We have 

used mathematical techniques to determine which variables have a high effect on the sale 

price of a house and used those variables in determining the price of a house. This does not 

in any way mean the other variables are not as important. We know the type of foundation 

and the roof materials are very important price determinants but these did not prove to be 

important in our case. Those variables which we did not include in our model, but which 

influence the house prices are called lurking variables. Since our final model included 3 

variables, we had at least 70 lurking variables.  
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CHAPTER 6 

FINDINGS AND CONCLUSION 

The main motivation for this thesis is related to the fact that many individuals and 

businesses must make decisions about buying houses and business quarters but they are 

often unable to make these decisions without the intervention of experts because a large 

volume of information must be processed to determine the price of each property. This 

thesis was aimed at helping people with little or no experience to understand just which 

variables are important in determining the price of a house and how to use those variables 

to determine the price of the given house. In the following table shows the importance of 

each variables in determining the price of a house and the weight attributed to each 

variable. An additional column called Variable Description has be included to help readers 

understand the variables. 

Variable Name Variable Description Importance 
%IncMSE 

Importance 
IncNodePurity 

HouseSpace Total area of 1st and 2nd floor plus basement 37.47 2.18E+12 
OverallQual 1 to 10 rating of the overall quality of the house 24.91 1.86E+12 
GrLivArea Total living area above basement 19.37 5.81E+11 
X1stFlrSF Area of first floor 16.87 2.01E+11 
YearBuilt Original year the house was built 16.26 3.64E+11 
GarageCars Maximum garage capacity in number of cars 14.90 4.42E+11 
GarageArea Total area of garage 14.72 2.78E+11 
TotalBsmtSF Total area of the basement 13.55 1.43E+11 
plotArea Total area of the plot 13.41 9.61E+10 
GarageType The type of Garage (attached or detached from ho

use 
13.21 5.53E+10 

ExterQual Quality of Materials on the exterior of the house 13.17 5.02E+11 
YearRemodAdd Year the house was remodeled (if applicable) 13.13 9.27E+10 
Rooms Total number of rooms in the house 12.86 2.49E+11 
MSZoning Economic activity associated with the location of t

he house 
12.41 1.56E+10 

OverallCond 1 to 10 rating of the overall condition of the house 12.08 3.31E+10 
GarageYrBlt Year the garage was built 11.83 4.51E+10 
BsmtFinSF1 Total finished area of basement (1st rating) 11.63 7.40E+10 
LotArea Lot Area of the property 11.58 8.51E+10 
MSSubClass Type of dwelling involved with the sale 11.54 1.94E+10 
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BsmtQual Evaluates the height of the basement 11.31 1.49E+11 
Neighborhood Neighborhood in which the house is located 11.03 3.18E+10 
Fireplaces Number of Fireplaces in the house 10.58 4.70E+10 
CentralAir Central Air conditioning? Yes/No 9.41 2.06E+10 
X2ndFlrSF Area of second floor 8.90 4.33E+10 
KitchenQual Rating of kitchen quality 8.64 1.04E+11 
KitchenAbvGr Number of Kitchens above the basement  8.16 1.39E+10 
GarageFinish Rating level of garage finish 7.98 1.42E+10 
BldgType Type of building involved with the sale 7.84 7.64E+09 
BsmtFinType1 Total finished area of basement (2nd rating) 7.75 1.31E+10 
OpenPorchSF Area of open porch 7.28 3.07E+10 
FullBath Number of full baths in the building 6.76 6.76E+10 
BsmtExposure Walkout or Garden level walkout 6.47 1.52E+10 
Functional Functionality of the building (assumed typical unl

ess deductions are warranted) 
6.46 7.15E+09 

WoodDeckSF Area of Wood deck 6.31 2.45E+10 
BsmtUnfSF Unfinished area of basement 6.09 3.67E+10 
MasVnrArea Masonery veneer area 6.01 4.13E+10 
HeatingQC Heating quality and condition 5.87 7.98E+09 
SaleCondition Condition of Sale 5.77 1.60E+10 
BedroomAbvGr Number of bedrooms above the basement 5.66 1.46E+10 
HalfBath number of half bathrooms 5.66 7.26E+09 
HouseStyle Style of Dwelling 5.59 6.20E+09 
LotShape Slope of Property 5.38 7.43E+09 
GarageQual Garage quality 5.18 8.37E+09 
BsmtFullBath Number of full baths in the basement 5.05 5.48E+09 
Foundation Type of Foundation 4.85 9.39E+09 
FireplaceQu Quality of Fireplaces 4.76 9.69E+09 
Exterior1st Exterior covering on the house 4.64 1.60E+10 
BsmtFinSF2 Finished area of the basement (2nd grade) 4.26 1.06E+10 
TotRmsAbvGrd Total rooms above the basement 3.83 3.70E+10 
GarageCond Overall condition of the garage 3.54 6.05E+09 
PavedDrive Paved driveway 3.47 5.11E+09 
SaleType Type of Sale 3.24 9.63E+09 
BsmtFinType2 Rating of the 2nd grade of the finished area of the 

basement 
3.09 3.35E+09 

Exterior2nd Type of covering on the house if more than one m
aterial 

3.06 1.33E+10 

ScreenPorch Screen Porch 2.92 1.04E+10 
Alley Alley access 2.71 2.65E+09 
MasVnrType Masonry veneer type 2.71 7.71E+09 
BsmtHalfBath number of half bathrooms in the basement 2.40 1.33E+09 
LotFrontage Area of Lot frontage 2.37 3.08E+10 
LandContour Flatness of property 2.24 7.47E+09 
EnclosedPorch Enclosed porch area 1.94 6.16E+09 
ExterCond Rating of the present condition of materials on the 

exterior 
1.94 3.80E+09 
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BsmtCond Rating of the present condition of materials on the 
basement 

1.57 3.47E+09 

Condition1 Proximity to various conditions 1.57 3.94E+09 
PoolArea Area of Pool (if applicable) 1.36 1.48E+08 
YrSold Year the house was sold 1.29 9.53E+09 
Fence Type of Fence 1.27 3.55E+09 
PoolQC Pool quality 1.18 3.15E+08 
MoSold Moth the house was sold 0.93 1.93E+10 
Id Id associated with the sale 0.92 2.62E+10 
LandSlope Slope of Property 0.87 6.93E+09 
RoofStyle Style of Roof 0.51 8.38E+09 
Electrical Type of electrical system in the house 0.43 1.54E+09 
Heating Type of Heating 0.29 1.07E+09 
X3SsnPorch Three season porch area  0.17 1.36E+09 
Utilities Type of utilities available 0.00 1.81E+06 
LotConfig Lot Configuration -0.04 5.09E+09 
MiscFeature Any miscellaneous features -0.29 5.67E+08 
LowQualFinSF Area of low quality finished areas -0.31 1.46E+09 
MiscVal $value of miscellaneous features -0.97 5.83E+08 
Street Type of road access to property -1.08 2.76E+08 
RoofMatl Type Roof Material  -1.13 2.28E+09 
Condition2 Proximity to various conditions if more than one i

s present 
-1.34 1.68E+08 

 

Table 2: Ranking of variables by their importance. 

Rankings of variables in decreasing order of importance in predicting SalePrice 
 

From the table, we see that the most important variable in determining the price of a house 

is “HouseSpace” which is the sum of the areas of the basement and the floors. Judging by 

these rankings, we see that a fence is not as important as the neighborhood in determining 

the price of a house. Other very important contributors to the sales price of the house that 

are not very popular include the major economic activity associated with the location of the 

house, the type of garage and the year it was built. 

There are also some factors that are usually highly appraised but which do not contribute a 

lot to the general value of the house. Two of these factors are the presence of a pool and a 

fence. One of the reasons why our model might not have seen these factors as important is 
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that only few houses have them. For example, in the training set, only four houses had a 

pool. This makes modelling difficult.   

In this thesis, I have used the free programming language R to build my models and do my 

analysis but other softwares such as MATLAB, and Python could also be used. I have also 

built a linear model but one could also build a generalized linear model. Finally, compared 

to the amount of large dataset out there, the dataset that I used is a small dataset. However, 

the method and processes can still be applied to big data without much effort. 
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